
Midterm Exam #2

Economics 446

Spring 2007

R. Sickles

Answer all questions.  The questions are weighted equally.  You have 50 minutes.  You may use an 8 1/2 x 11 sheet of paper with notes, etc. on both sides.

1.  
Answer the following questions about multicollinearity:

a. Define what it is.


b. Why does it occur?

c. What are its consequences?

d. How can it be detected?

Answer: pg 153-156

2.
Consider the multiple regression model 
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for i=1,…,n.  Explain the five key assumptions needed in order to establish the desirable properties of best linear unbiasedness of the ordinary least squares estimates of 
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Answer: Assumptions MR1-MR5 on page 111 plus an optional assumption MR6.
3.
Suppose that crop yield y is determined by fertilizer application 
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 and rainfall 
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 and given by the multiple regression equation: 
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Suppose that data on rainfall is unavailable so the researcher is forced to estimate:
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a.  What are the implications of the omission of rainfall for the properties of 
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The least squares estimator for 
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will generally be biased, although it will have lower variance. One occasion when it will not be biased is when the omitted variable (
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) is uncorrelated with included variables (
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). It also possible the coefficient 
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 have an unexpected sign and/or unrealistic magnitude. 
b. Can you assess the qualitative impact that this misspecification may have on the estimates of
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See the proof of the omitted-variable bias on page 165

4.
Consider the following model:
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Assume that the model satisfies the conditions of the simple linear regression model except that the variance of the disturbance is proportional to the level of the 2nd regressor.  Outline how you would obtain consistent estimates for the point and interval estimates of the regression coefficients. 

In this case, in order to obtain consistent estimates for the point and interval estimates of the regression coefficients one needs to transform the model with heteroscedastic errors into one with homoscedastic errors. This can be done by dividing both sides of the original model by 
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 and run OLS to estimate the transformed model without constant term. This procedure is called Generalized Least Squares estimation. 
The generalized least squares is a better estimation procedure than least squares. Hence generalized least squares standard errors will be lower. The smaller standard errors, the narrower the interval estimates.

For details, refer to the pages 202-205.
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