Econ 446 Lab Mar. 26

2010 spring
Topic: Multiple Regression and Hypothesis Testing

6.9 

(a) First, get the data file, manuf.dat, and transform the production function by taking logarithms of the data, unless the data is already in log-linear form.  Since the data is always positive we need to make a transformation, so our model will be linear, in logs, which means the Gauss-Markov assumptions will be met. 
(b) Now, estimate the model and discuss the relevant economic factors of each test.  If there is collinearity in the model, then the variance of our estimates will be very large and unstable.   Are the estimates statistically significant and reliable?  
Recall that to jointly test several hypothesis, we run two regressions, first unrestricted, the second restricted, and the F statistic is calculated 
.
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Fill the following table:
	Part
	H0
	F-value
	df
	Fc (5%)
	p-value

	(a)
	(2 = 0
	0.047
	(1,20)
	4.35
	0.831

	(b)
	(2 = (3 = 0
	
	
	
	

	(c)
	(2 = (4 = 0
	
	
	
	

	(d)
	(2 = (3 = (4 = 0
	
	
	
	

	(e)
	(2 + (3 + (4 + (5 = 1
	
	
	
	


6.14 

(a) Download the file hwage.dat from the website and regress

HW = (( + ß2*HE + ß3*HA + e

What is the effect of education on wages?

(b)  Now, perform a RESET test.  This consists of squaring the predicted wage of husbands,   Y=HW*HW, this is element by element multiplication, from the regression in (a) and estimate

HW = (( + ß2*HE + ß3*HA + π*Y+e

If the model is correctly specified, we should fail to reject the test that π=0.  

(c)  Repeat (b), but this time use the squares of HE and HA instead of HW.  

(d)  Repeat the RESET test on the new model.

(e)  Reestimate (c) with CIT included.  Should we add this variable to the model?

(f)  Did the omission of CIT lead to the omitted-variable bias?  
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