Lab 11
April 17, 2010

Topic: Heteroskedasticity and Autocorrelation

In today’s class, you need to know what is heteroskedasticity, and how it influence the OLS estimator. You need to know how to compute the generalized least squares estimates for the heteroskedasticity models and how to test the existence of the heteroskedasticity.
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If you specify the variance of the error tern has the following form:
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 and  γ is known, then you can do the following transformation to eliminate the heteroskedasticity.
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After transformation, you just run the following regression by OLS
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For white test for the hetersoskedasiticty, you estimate the following model by OLS, and then you can get the 
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Then you estimate the following equation and get R2.
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We have X2=N*R2 which follows X2 distribution.
The second topic in today’s class is autocorrelation. You need to know the properties of an AR(1) error, and how the autocorrelation in the error impact the OLS estimator. You also need to know how to test for the autocorrelation and how to compute the nonlinear least square estimates.
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we consider a special case that et follows ar(1) process.
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 By some mathematical manipulation, the above model can be written as:
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then you can estimate the above model by nonlinear least square estimates.
For the test, first you estimate the 
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by OLS and then get 
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. Then you run the following regression, and then you can test the hypotheisis that pho=0 by either using t test or LM test. .

[image: image14.wmf]t

t

t

t

v

e

x

e

)

)

)

+

+

+

=

-

1

2

1

r

g

g



8.11

          
[image: image15.wmf]i

i

i

e

x

y

+

+

=

2

1

b

b


find the GLS estimators for 
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 under the following assumptions. For each case, do the white test to see whether heteroskedasticity has been eliminated.
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regress food_exp income [aweight = 1/sqrt( income)]
estat hettest income, iid
b) 
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regress food_exp income [aweight = 1/income^2]
estat hettest income, iid
c) 
[image: image19.wmf])

ln(

)

var(

2

i

i

x

e

s

=


regress food_exp income [aweight = 1/ln( income)]
estat hettest income, iid
9.9

The model
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a) Find the OLS estimator and construct the 95% confidence interval for the estimated coefficients.

gen lnjv=ln(jv)
gen lnu=ln(u)
regress lnjv lnu
b) Use t test to test for AR(1) errors. In light of the result, what can you say about the original assumptions for the error e. what can you say about the confidence interval for β2
predict ehat, residuals
gen time=_n
gen ehat_1=L1.ehat
replace ehat_1=0 in 1
regress ehat lnu ehat_1
You can find the result of t est from the regression table
c) Reestimate the model assuming the errors follow an AR(1) error model. Find the new confident interval for β2 and comment on the results.

nl (lnjv = {b1}*(1-{pho})+{b2}*lnu+{pho}*lnjv_1-{pho}*{b2}*lnu_1), variables(lnjv lnu lnjv_1 lnu_1)
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