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¢; and to have the same mean 0 and variance o2, Under these assumptions, the best
unbiased predictor of yq is given by

Yo = by + x02b3 + x03b3

where b;’s are the least squares estimators. This predictor is unbiased in the sense that the
erage value of the forecast error is zero. That is, if f = (yo — ¥g) is the forecast error, then
E (f) = 0. The predictor is best in the sense that the variance of the forecast error for all other
linear and unbiased predictors of yp is not less than var(yy — yo).

The variance of forecast error var(yg — yo) contains two components. One component
‘occurs because by, by, and b are estimates of the true parameters, and the other component is
‘aconsequence of the unknown random error ey. The expression for var(yp — o) is given by

var( f) = var[(By + Baxoz + Baxos + €o) — (by + baxgy + baxgs)]
= var(eg — by — baxpz — b3xo3)
= var(eg) + var(by) + x3,var(by) + xg3var(bs)
+ 2xqp cov(by, by) + 2xg3 cov(by, b3) + 2xp2x03 coy(by, b3)

To obtain var(f) we recognized that the unknown parameters and the values of the
explanatory variables are constants, and that ¢ is uncorrelated with the sample data, and
thus is uncorrelated with the least squares estimators (by., by, b3). The remaining variances and
covariances of the least squares estimators are obtained using the rule for calculating the
variance of a weighted sum in Appendix B.4.3.

Each of the terms in the expression for var( f) involves o”. To obtain the estimated
variance of the forecast error var( f ), we replace o with its estimator . The standard error

- of the forecast is given by se( f) = v/ var( f). If the random errors ¢; and ey are normally
distributed, or if the sample is large, then

ol inaiii= 3o

U\ —3)

Following the steps we have used many times, a 100(1—a)% interval predictor for yg is
Vo =+ t.se( f), where f, is a critical value from the #y_g)-distribution.

Thus, the methods for prediction in the model with K = 3 are straightforward extensions
of the results from the simple linear regression model. For K > 3, the methods extend in a
similar way.

= t(N—K)

6.9 Exercises

Answers to exercises marked * appear in Appendix D at the end of the book.
6.9.1 PROBLEMS

6.1 When using N = 40 observations to estimate the model
yi = Bi1 + Boxi + B3z + e

you obtain SSE = 979.830 and 6, = 13.45222. Find

(a) R

(b) The value of the F-statistic for testing Hy: B> = B3 = 0. Do you reject or fail to
reject Hy?



